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Presentation Overview

• Problem Statement

• Sample Deployments (videos)

• Challenges

• Technical Approach

• Status

• Summary
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NASA/JPL Developed Different Rovers

Large

Medium

Small
Research & flight
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Different Mobility Mechanisms

• Wheeled vehicles
• Legged vehicles
• Hybrid vehicles
• Different wheel types

and configuration
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Problem and Challenges

• Problem:
– Difficult to share algorithms across projects
– Lack of integrated and validated robotic technologies prior to flight infusion
– Redundant infrastructure for robotic projects / platforms
– No framework to capture technologies from universities and other centers
– No interoperable software among robotic platforms (e.g. Rocky 8, FIDO, Rocky 7,

K9, K10, ATRV)

• Key Challenges
– Robots have different physical characteristics
– Robots have different hardware architectures
– Contributions made by multiple institutions
– Advanced research requires a flexible framework
– Software must support various platforms
– Lack of a common low-cost robotic platforms
– Software must be unrestricted and accessible (ITAR and IP)
– Software must integrate legacy code bases
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CLARAty Reusable Robotic Software

• Initiated by the Mars
Technology Program (MTP)
in 1999 to unify its robotic
software developments

• Collaborative effort among
JPL, NASA ARC and
Carnegie Mellon

• Supported two rounds of
MTP competed research
programs

• Supported formal technology
validation for MSL Focused
Technology Program



Sample Deployments
 Navigating in a Simulated Environment
 Navigating Multiple Rovers in Mars Yard
 Autonomous Targeted Driving
 Single-cycle Instrument Placement
 Targeted Driving with MER and MSL algorithms
 Advanced Locomotion and Path Planning
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Navigating in a Simulated Environment

ROAMS

CLARAty Morphin 
Navigator GUI

Courtesy of SOOPS task



Sample Deployments
 Navigating in a Simulated Environment
 Navigating Multiple Rovers in Mars Yard
 Autonomous Targeted Driving
 Single-cycle Instrument Placement
 Targeted Driving with MER and MSL algorithms
 Advanced Locomotion and Path Planning
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Navigation with Path Planning on Two Rovers

Complex Algorithms on
different Platforms

• I/O, motion control
• Trajectory Generation
• Rough Terrain Locomotion
• Odometry Pose Estimation
• Stereo Processing
• Visual Odometry
• Navigation (Morphin)

– Obstacle avoidance
– Path Planning



Sample Deployments
 Navigating in a Simulated Environment
 Navigating Multiple Rovers in Mars Yard
 Autonomous Targeted Driving
 Single-cycle Instrument Placement
 Targeted Driving with MER and MSL algorithms
 Advanced Locomotion and Path Planning
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Targeted Driving using Visual Tracking

Changes in FOV

(a)

Target

(b)

time = t2
(avoiding an obstacle)

time = t1

1st Frame 37th Frame after 10 m
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Autonomous Targeted Driving
(more difficult terrain)

• Visual Target Tracking
– Falcon or
– MER VTT

• Navigation with
obstacle avoidance

– Morphin or
– MER GESTALT

• Pose estimation
– 6DOF EKF and
– Visual odometry

Uses following
technologies:
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Autonomous Targeted Driving
(more difficult terrain)

Morphin NavigatorFront Hazcam

VO Image - navcamVTT Image - navcam



Sample Deployments
 Navigating in a Simulated Environment
 Navigating Multiple Rovers in Mars Yard
 Autonomous Targeted Driving
 Single-cycle Instrument Placement
 Targeted Driving with MER and MSL algorithms
 Advanced Locomotion and Path Planning
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Integrated Single-Cycle Instrument Placement



Sample Deployments
 Navigating in a Simulated Environment
 Navigating Multiple Rovers in Mars Yard
 Autonomous Targeted Driving
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 Targeted Driving with MER and MSL algorithms
 Advanced Locomotion and Path Planning



Section Seminar, July 07 18 Issa A.D. Nesnas

Autonomous Targeted Driving

• Visual Target
Tracking

– Falcon or
– MER VTT

• Navigation with
obstacle avoidance

– Morphin or
– MER GESTALT

• Pose estimation
– 6DOF EKF or
– Visual odometry

Uses following
technologies:
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Autonomous Targeted Driving



Sample Deployments
 Navigating in a Simulated Environment
 Navigating Multiple Rovers in Mars Yard
 Autonomous Targeted Driving
 Single-cycle Instrument Placement
 Targeted Driving with MER and MSL algorithms
 Advanced Locomotion and Path Planning
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Advanced Path Planning and Locomotion



Challenges of Interoperability
 Mechanisms and Sensors
 Hardware Architecture
 Software Algorithms
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Different Mobility Mechanisms

(a)
Skid Steerable

(no steering wheels)

Front
x

yz

(b)
Partially steerable 

Front

x
yz

(c)
Partially steerable 

Front
x

yz

(d)
Fully-steerable 

x

Front

yz

(e)
Passive Suspension (complies to

terrain)

(f)
Active Suspension (actuated

links)
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Have Different Capabilities

Rocky 7 Rocky 8 
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Different Sensors and Appendages
Custom Analog
Sun Sensor

3 Accels
z-axis gryo

6 DOF IMU

4 DOF Arm

4 DOF Mast

2 DOF Arm

3 DOF Mast

Camera Sun Sensor



Challenges of Interoperability
 Mechanisms and Sensors
 Hardware Architecture
 Software Algorithms
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Centralized Hardware Architecture

 

FIDO

FIDO

Actuator / Encoders /
Potentiometers

Backplane (PCI)
Processor board
Image acquisition boards
Digital I/O board
Analog I/O board
Wireless ethernet

Accelero-
meters

Potentio-
meters

Synchronized
stereo camera

Monocular camera (sun
sensor)

Analog signalsDigital & Analog signals

FireWire Serial  Bus

Serial  Bus /
Digital signals

Inertial
Measurement
Unit

Athena
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Distributed Hardware Architecture

Synchronized
stereo camera

Monocular
camera

Backplane (PIC) or SBC
Processor board or
Single board computer (SBC)
Serial bus / FireWire boards

FireWire Serial  Bus /
Digital signals

Serial  Bus /
Digital signals

Microprocessors
Digital I/O
Analog I/O
Serial comm

Actuator / Encoders /
Potentiometers

Inertial
Measurement
Unit

Science
Instrument

Rocky 8

K9 Controllers
 Serial Bus RS485
 PIC Servos
 Current Sensing
 Digital & Analog

I/O

Rocky Widgets
 I2C Bus
 Single Axis

Controllers
 Current Sensing
 Digital I/O
 Analog I/O

K9
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Hybrid Architecture

 

Rocky 7

Parallel Custom Interface
MUX/Handshaking

PID Controllers

FIDO

Actuator / Encoders /
Potentiometers

Backplane (VME, PCI)
Processor board (m68K, ppc)
Image acquisition boards
Digital I/O board
Analog I/O board
Wireless ethernet

Video Switcher

Gyroscopes

Accelero-
meters

Potentio-
meters

Synchronized
stereo camera

Monocular
camera

Analog signals

Analog signalsDigital signals



Challenges of Interoperability
 Mechanisms and Sensors
 Hardware Architecture
 Software Algorithms
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Software Challenges for Algorithm Infusion

The new algorithms to be integrated may:
• Have architectural mismatches with the framework
• Include multiple orthogonal functionalities
• Make implicit assumptions about the platform
• Duplicate functionality in the framework
• Use incompatible data structures
• Be complex and hard to tune
• Depend on specific platform
• Require highly specialized domain expertise
• Be poorly implemented
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Technical Approach
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Historical Antecedents

• Late 80’s - Early 90’s: parallel robotic developments
– RSI, MOTES, Satellite Servicing, Robby, Mircorover
– Very limited sharing of hardware or software

• Mid 90’s: Mars rover research centralized with Rocky 7
– First flight rover

• Late 90’s: Expansion and diversification of rover work
– Very limited software interoperability (Rocky 7, FIDO, Athena, DARPA)
– Autonomy demonstration of Remote Agent Experiment (ARC and JPL)
– MDS investigates reusable software for spacecraft control.

• ‘99-Early 00: Mars Technology Program envisions a unified autonomy architecture
– Funds effort to unify autonomy and robotic control
– Starts the CLARAty task in December 1999

• Early 00’s: Development and deployment of common robotic software
– Started development of a shared robotic software infrastructure among JPL, NASA ARC and

Carnegie Mellon
– CLARAty supports MTP’s competed research program (01-03)
– CLARAty supports Mars Science Laboratory Focused Technology validation program

• Mid 00’s:
– CLARAty supports MTP’s NRA program (03-06) and other NASA programs
– CLARAty completes its first public release
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State-of-the-Art in the Robotics Community

• Within NASA:
– NASREM - temporal based decomposition.  Evolved into 4D-RCS currently developed at NIST
– ESMD funded a multi-center effort (JTARS) which followed the DoD JAUS model

• Outside NASA
– JAUS

• DoD/DARPA integration environment; Scope - all unmanned military vehicle; high level message-set based
– RosTa

• Funded by the EU and led by Fraunhofer in Germany; started in 2007
– Player/Stage

• Developed at USC; client server architecture; supports multiple COTS rovers; most recognized
– MS Robotics Studio

• Released in 2007; service oriented architecture; XML based message passing; supports heterogeneous programming
languages

– OROCOS
• Funded by in part by the EU and led by K.U. Leuven; started in September 2001; provides CORBA based real-time tool kit,

bayesian filtering library and kinematics and dynamics
• Similar to CLARAty’s libraries and abstractions

– LAAS
• Led by LAAS center in France; provides a similar decomposition of Functional Level / Decision Level
• Support DL work; FL uses a framework similar to ControlShell’s component architecture

– Miro
• Developed at a university in Germany for the Robocup competition; corba-based real-time framework

– Others
• Constellation from RTI (former ControlShell), NDDS from RTI, ESRP from Evolution, ROCI from U. Penn (ROCI), OSCAR

from U. Texas, MARIE from U. Sherbrooke, ARIA from MobileRobots, Mobility from Irobot

• Comparison:
• Several hierarchical decomposed system; disagreement on how to decompose the hierarchy
• Limited functionality and flexibility to support development of advanced algorithms
• Most are constrained for supporting custom robots
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Process and Collaborations

Technology 
Tasks

CLARAty
Jet Propulsion Lab

CMU

NASA ARC

U. Minnesota

R&TD, MDS,
 DRDF

Competed 
Mars Technology
Program

Other NASA Programs

Rover Simulation
ROAMS

Rover Hardware

JPL Internal Programs

Flight Focused
Technology Programs

Science Instruments
Simulation

Operator Interface
Maestro

Legacy Algorithms
Flight Algorithms

NASA Centers 
and

Universities
Technology Tasks

NASA Centers 
and

Universities
Technology Tasks

NASA Centers 
and

Universities
Technology Tasks

NASA Centers 
and

Universities
Technology Tasks

Technology
Validation Tasks

Technology
Validation Tasks

Technology 
Tasks

Technology 
Tasks



Section Seminar, July 07 36 Issa A.D. Nesnas

Overall Architecture

Rover

Acquire ImageGoto Target 1

Swappable Algorithm or
Robot Adaptation

ATRV Jr.
Rocky 7

ROAMS

Functional
Layer 

Decision
Layer

Declarative Activity

Functional Abstraction

Rocky 8

Explore Site

Goto Target 3
Deploy

Instrument
Acquire &
Analyze

Navigator
Morphin

Locomotor
R8_Model

Motor
R8_Motor

Pose Estimator
SAPP

Pt Cloud

IMU
ISIS

Target Tracker
Falcon

Camera
1394 Cam

Stereovision
JPLV
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Technical Approach

• Capture requirements from domain experts
• Use global perspective across domains (motion, vision, estimation,

navigation)
• Identify recurring patterns and common infrastructure therein
• Use domain expert to guide design
• Define proper interfaces for each subsystem
• Develop generic framework to support various implementations
• Adapt legacy implementations to validate framework
• Encapsulate when re-factoring is not feasible or affordable
• Develop regression tests where feasible
• Test on multiple robotic platforms and study limitations
• Feed learned experience back into the design
• Review and update to address limitations

After several iterations one hopes to have achieved a truly reusable infrastructure
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Declarative vs. Procedural Programming

Rover.navigate_from_to(Loc1, Loc2)

Preconditions: near(Loc1,Loc2)
rover.has_power(Loc1,Loc2)
rover.has_time(Loc1,Loc2)

Effects: rover.is_at(Loc2)

If near(Loc1,Loc2) AND
rover.has_power(Loc1,Loc2) AND
rover.has_time(Loc1,Loc2) AND

Then:rover.navigate_from_to(Loc1,Loc2)

Procedural ProgrammingDeclarative Programming
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Guideline I: Multi-level Access

Analog and Digital I/O

Motor Group

Wheeled Locomotor

Rover

Locomotor

Multi-level mobility abstractions 

Navigator

Motor

FIDO Rover

ATRV Jr.

ROAMS Simulation

Serial Bus
Software

Abstractions

Hardware / Simulation

Systems

Rocky 7 Rover

Pluto Rover
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Guideline II: Common Data Structures

N2D_Array

Element_Type

Matrix

Element_Type

Image

Pixel_Type

RGB_Image

Pixel_Type

3

Grid_Map

Cell_Type

Plane_Fit_Map

Cell_Type

Goodness_Map

Cell_Type
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Guideline III: Interoperable Transformations

Rotation_Matrix

Element_Type

Transform

Element_Type

Rotation_Type

Quaternion

Element_Type

H_Transform Q_Transform

Element_Type Element_Type
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Guideline IV: Abstract Model

Sense

Robot

Act

Environment

Physical
World

Control
Software

Think
Motor_MoverMotor_Sensor

Hw_Motor_Sensor

Motor_Controller

Hw_Motor_Mover

Motor Hardware

Motor

Hw_Motor

Motor Hardware
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Guideline V: Separating Logical from Physical
Hierarchies
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Guideline V: Separating Logical from Physical
Hierarchies

Robot1_Motor

LM629_Chip

Motor_Control_BoardLM629_Motor

Logical Motor Architecture Physical  Motor
Architecture

Robot2_Motor

Motor_Impl

(a) Joint is a Motor

Robot2_MotorJoint LM629_Motor

1

Robot2_Motor

Joint

LM629_Motor

1

(b) Joint has a Motor

Motor Motor

Revision 2 Revision 3

Device

Motor
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Guideline IX: Encapsulate Run-time Model

MotorTrajectory

Adaptation Layer R8_MotorFido_Motor RS_Motor

Periodic Task Widget_Motor

Widget_Board

Widget_Motor

PID ControllerCounter

DIO

Analog Out Analog In

MSI P460

MSI P430 MSI P415

MSI P430

Runtime object
Non-generic
Adaptations

R7_Motor

LM629_Chip

R7_MC_Board



Section Seminar, July 07 46 Issa A.D. Nesnas

Wheel_Locomotor_Model

Locomotor

Mechanism_Model

Rocker_Bogie_Model

Wheel_Locomotor

Rocky8_Locomotor

Generic classes

Robot Adaptation

Object

Wheel_Model 2..*

1

Rocker_Model

Device

1

Motor_Group

1

Pose_Estimator

Rocky8_Locomtor_Model

Actuated Joints

Passive Joints

Passive Joints

Differential Joint

Rocker Bogie Mechanism

Actuated Joints

Passive Joints

Passive Joints

Differential Joint

Rocker Bogie Mechanism

Actuated Joints

Differential Joint

Rocker Mechanism

Actuated Joints

Differential Joint

Rocker Mechanism

Mechanism Model Architecture Control Architecture

Separating model and control

Guideline VI: Separating Models from Control
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Guideline VI: Separating Models from Control

Manipulator_Model

Device

Mechanism_Model

R8_Arm_Model

Manipulator

R8_Arm

Device_Group

Motor_Group Motor

Coordinator

R8_Motor

Generic classes
Robot Adaptation

ME_Body

ME_Joint

Device
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Guideline VII: Unifying Mechanism Model

Ground_Body

Body4 Body5

Body Tree

Body0

Body2 Body3Body1

Mechanism Tree

Body
Reference
Frame

Sensor
Mount
Frame

Arm mount
Frame 

Center of
mass

Camera 
Mount Frame

Bodyi

B1

Jointi

Bounding
Shape Tree

B2 B3 B3B4

B5

C1

B1

B2 B3

B4 C1 B5

Coarse
Shape

Finer Shape Finest Shape

Leaves
of tree
define
finest
shape

Relative to
body reference
frame

Bounding Shapes
Resolution Levels

Bodies and Joints

Body1
Reference Frame

Body1CG

Body1
Upper arm link

Rover
Reference
 Frame

Rover
CG

Camera
Frame

Body0
Rover

Joint1

Body2
Lower arm
link

Sensor
Mount
Frame

Camera
Mount
Frame

Body2CG

Articulated
Rotation

Body2
Reference
Frame

Fixed
Transform

Arm 
Mount
Frame

Shoulder
 Yaw 

Joint2

Articulated
Translation

Unifying mechanism model
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Guideline VIII: Separating Interface from Implementation

Behavior

Navigator

Locomotor

Mechanism_Model

Pose_Estimator

Vector_Based_Selector

1

1

1

Action Selector

Terrain_Evaluator
1

1

1

Plane_Fit_Map

Proxy_Action_Selector

Global_Cost_Function

Local_Cost_Function

Remote Processor

Network

Main Processor

Action Selector

Grid_Based_Selector

Remote_Action_Selector
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Putting it All Together - Swapping Navigation Algorithms

Stereo Camera

Stereo Engine
<<active>>

Navigator
Gestalt Navigator

Grid Mapper

Mapper

JPL Stereo

Terrain Sensor

Locomotor

R8_Locomotor

Global Cost Func

D* Path Planner

Stereo Processor

Camera R Camera L

Synchronous/or
Asynchronous
e.g. Rate Set at: 10Hz
used by other activities

Asynchronous

<<active>>
Asynchronous
e.g. Rate Set at: 5 Hz

<<active>>

Asynchronous
e.g. Rate Set at: 8 Hz

EKF Pose Estimator

Pose Estimator

Path Information

Path Planner

K9 Rover

Rover

Decision Layer 
Commanding and

State Updates
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Stereo Camera

Stereo Engine
<<active>>

Navigator
R7/Soj Navigator

Mapper

JPL Stereo

Terrain Sensor

Locomotor

ROAMS_Locomotor

Tangent Graph

Stereo Processor

Camera R Camera L

Synchronous/or
Asynchronous
e.g. Rate Set at: 10Hz
used by other activities

Asynchronous

<<active>>
Asynchronous
e.g. Rate Set at: 5 Hz

<<active>>

Asynchronous
e.g. Rate Set at: 8 Hz

EKF Pose Estimator

Pose Estimator

Path Information

Path Planner

K9 Rover

Rover

Decision Layer 
Commanding and

State Updates

Obstacle Mapper

Putting it All Together - Swapping Navigation Algorithms



Status and Future Plans
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Product: CLARAty Modules

• 425 modules in repository

• 54 modules are technology contributions (~13%)

• 870K lines of logical C++/C (300K from MER)
– Major increase due to incorporation of MER FSW and navigation

• Six rover adaptations
– K10, Rocky 8, FIDO, K9, Rocky 7, ATRV, Athena, and DistAv Pluto

• 44 modules released in the public repository

• 4 are ITAR restricted

• 25 may be IP restricted

• remaining modules are ITAR clear and planned for public release

CLARAty Integration Levels
•Level I – Deposited
•Level II – Encapsulated
•Level III – Refactored
•Level IV – Formally reviewed
•Level V – Publicly released
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Sample Coverage of CLARAty Release
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CLARAty Release Statistics

CLARAty 
Released

Slashdot 
Article

Stats
 Strong interest among general public and robotics community.
 Tens of web sites carried articles on the release
 Articles written in multiple languages and hosted world wide
 CLARAty site received around 2.5 million hits in two months
• Total of 3,300 downloads of the software in one month
 Hundreds of comments from the public
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CLARAty Web Site Statistics:
Stable Increase in Traffic – July 2007
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Summary

• Presented a quick overview of the CLARAty effort toward
increasing the reuse of robotic software

• Deployed at multiple institutions
• Deployed on multiple heterogeneous robots
• Integrated multiple technologies from different institutions
• Delivered algorithms for formal validation
• Enabled new technology developments on multiple platforms
• Integrated flight algorithms for detailed performance

characterization and operation on research rovers.
• Taking a technology from inception, to development in CLARAty,

to validation, and now to integration into flight
• Completed the first public release and interest from the

community looks promising
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Team Received One NASA Center Best
 Award in 2006
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Thank you


